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This final report summarizes 14 experiments conducted over a three-year
period. First discussed is a hypothesis generation model and research
which addresses the model. Several major findings were obtained:

1) Hypothesis retrieval from memory is impoverished. Hypothesis
generators are not able to retrieve all relevant hypotheses from memory
that should be considered in a decision problem. 2) Hypotheses that
are retrieved from memory are first checked for logical consistency
with the data. Those hypotheses that are logically consistent may be
assessed further for plausibility. 3) Hypothesis generators think
that collections of hypotheses which they generated are much more

complete than they actually are.

The next section discusses research on hypothesis generation performance.
Topics include protocol analysis, group hypothesis generation, the
biasing effects of schemata, individual differences in hypothesis
generation, and generalizing to expect populations.

A third section is devoted to a survey of research relevant to aiding
the hypothesis generation process. An artificial aid for retrieving
hypotheses from memory is discussed. Also discussed are other ways
of improving hypothesis generation performance.

The general conclusion of this project is that both the failure to
retrieve enough hypotheses from memory and the subjects' belief that
these collections of hypotheses are more complete than they actually
are can be traced to deficiencies in the memory retrieval process.
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Introduction

This is the final report for the project "Data Plausibility and
Hypothesis Generation" sponsored by the Engineering Psychology
Programs, Office of Naval Research. The project began August 15,
1978 and ended August 14, 1980. The goal of this project was to
develop a model of the hypothesis generation process, and to do
research to investigate this model and the hypothesis generation
process in general. The strategy employed in this project was to
blend concepts drawn from three areas: decision analysis,
behavioral decision theory, and cognitive psychology. As part of
this project, 15 experiments were conducted, and 9 technical
reports were issued concerning the process of hypothesis
generation,

This report is organized as follows: The final form of the
hypothesis generation model which evolved from this program of
research is discussed first. This section deals with the research
relevant to the hypothesis generation model. In a second section,
' research addressing other more general aspects of hypothesis
generation 1is discussed. A third section discusses applied
research which investigated possible ways of improving hypothesis
generation. Finally, an overview which gives the most important
conclusion that can be drawn from this research is presented.

The discussion that follows is organized according to topics and
does not attempt to explain experimental procedures and results in
detail. To attempt this task would result in several hundred pages
of text that wculd be redundant with our previous technical
reports. Instead, as various topics are discussed, reference is
made to previous technical reports which contain these details, or
to reports which contain relevant references to the general

e . - C o e e - M




literature. So that interested readers can obtain more
information, these technical reports are cited using numerals (ie.
1, 5, 9), and particularly relevant reports which contain our most

recent or complete treatment of a given topic are underlined (ie.
2, 5, 7).

LLEE T el it SR L A

7

W Pl TR R e

TR LT

"
i

)

s A S S bt £

SR TSRS 1F oo M SRR S

|

AP kb

S A ARy A b )

LR

AR St

A sl 48

=
E
2
=
=
o
‘:Z‘é:
=
=
E |
=
E
&5
£
=
3
i—_:f
=
=
=
k3
F:
2
g
E
§
]
3

,— . - PR A ’




R L A e e NS P e et e ey P XN S S

T T R g T Pl

A Hypothesis Generation Model and Related Research
The hypothesis generation task
Problem structuring is a predecision process by which the decision
maker develops the salient characteristics of the decision
problem. The decision maker must first develop the objectives and
constraints of the decision problem. Once the over-all objectives
are formulated, various structural elements are supplied.
Structural elements may include: possible acts which are specified
by the decision maker, relevant states of the world (hypotheses),
and possible outcomes, Outcomes are determined by the both the act
that the decision maker chooses and the state of +the world that
obtains when that act occurs.

This project was devoted to the study of hypothesis generation,
i.e., the process by which the decision maker generates the
relevant states cf the world. In terms of problem structuring, the
decision maker should be able to generate the possible states of
the world that may affect the outcomes of any acts that are taken.
For some problems this task may be easy. The decision maker may
generate hypothesized states of the world related to a problem
which has been experienced before. In these situations possible
hypotheses may be readily retrieved from memory because they are
few in number and routine in nature. Another important class of
problems exists where hypothesis generation is a crucial component
of problem structuring. Examples of tasks which require hypothesis
generation include medical diagnosis, automotive and electronic
trouble shooting, and the scientific process itself. Tasks in this
category are particularly difficuit to solve when the number of
possible hypotheses is large and the decision maker cannot rely on
past experience to narrow the field to several obvious hypotheses.
It is particularly important that the decision maker include the
actual state of the world in the problem structure, because any
subsequent decision that fails to consider that state of the world
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may be wrong. For example, if your auwto mechanic fails to
entertain the hypothesis that a dirty carburetor is responsible
for your car's bad performance, you may pay for a series of

adjustments or part replacements that do nothing to correct the

problem. Similarly, if your doctor fails to consider the disease
that you actually have, the whole treatment regime may be
inappropriate, or even dangerous to your health. Therefore, one
important part of the hypothesis generation task is the inclusicn
of the true state of the world in the set of possible hypotheses.
It is important that the set of hypotheses generated by the

3 R L Y PR s R R RS
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decision maker should be as complete as possible. Ideally, the set
should be exhaustive; however, a practical decision maker usually
neglects improbable hypotheses because these states of the world
appear so unlikely that they can safely be neglected.

The hypothesis set that the decision maker creates should contain
plausible hypotheses. The construct of "plausibility" includes the
notion that for a hypothesis to be included in the set of

i AR D R A
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hypotheses it should be sufficiently probable to be worth further

analysis. This does not necessarily involve an assessment process
as detailed and thorough as is typically implied by the term
"probability assessment." All that is logicaily necessary at the
early stages of problem structuring is that the decision maker
make a rough "go/no go" decision in regard to each hypothesis.
Hypotheses that pass this crude plausibility test may be more
carefully assessed in later stages of decision analysis. While it
is possible that plausibility assessment and probability

»
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assessment share common elements, there are a few clear

differences. The first major difference is in the nature of the
task requirements. In a probability assessment task, assessments
are usually made about the relative 1likelihood of a set of
specified hypotheses known to the decision maker. In a hypothesis
generation task, hypotheses are evaluated with respect to whether
or not they should be considered further. This evaluation is
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7
complicated by the fact that the evaluation should be relative to
both previously-specified hypotheses that the decision maker may
have and unspecified hypotheses that are yet to be generated by
the decision maker. These task differences suggest that calling
the process of deciding if a hypothesis should be included in the
set of hypotheses "probability assessment" may be misleading
because of the task differences between the two processes. We do
not know at this time if the same psychological processes are used
in both types of assessment, although it seems quite certain that
both processes share common elements.

Hypothesis generation tasks also have the characteristic that
generated hypotheses should be consistent with any available
information. This information may be specific data or knowledge
about the task. Obviously, hypotheses that are inconsistent with
the available evidence should not be considered. Information
provided by data and the task has a second important role, since
it serves as a basis for the memory search processes described in
the next section. Although the emphasis will be on memory search
processes, the importance of the data as constraints to the
logical possibility of hypotheses should be kept in mind.

The hypothesis generation process cculd operate in a number of
different ways depending on the task requirements. For example,
during a "brain-storming" session, decision makers may be asked to
generate anyv hypotheses that come to mind irrespective of their
plausibility or implausibility. In another situation, the
decision maker's task may be to generate all hypotheses that are
logically consistent with the data, even though some of the
hypotheses are unlikely. In a third situation, the decision
maker's task may be to generate a s2t of plausible hypotheses and
to be concerned with whether or not cach hywothesis in that set is
sufficiently plausible to be inc.uded as a candidate for
subsequent decision analysis.
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Overview of the hypothesis generation model

The hypothesis generation model that has been developed as part of
this project has three components or subprocesses. The first
subprocess is an executive process. The executive subprocess
controls hypotheses generation according to the demands of the
task. It initiates memory searches and controls plausibility
assessment. The memory search subprocess is responsible for both
retrieving hypotheses from memory, and for furnishing information
necessary for plausibility assessment. The third subprocess is
that of plausibility assessment. In this subprocess hypotheses may
be checked to see if they are logically consistent with the data.
More sophisticated plausibility judgments may also be made. The
plausibility assessment subprocess decides if a hypothesis is
sufficiently plausible to warrant further processing. Figure 1
shows this model in summary form. In the three sections that
follow, each of the subprocesses and “*heir experimental results
are discussed.

E Direction RECURSIVE

X | Data | MEMORY
DATA| > E |, New Hypotheses SEARCH

C "

U

T | Hypotheses
PROBLEM | | Data 0 pLAUSIBILITY
CHARACTERISTICS [> \E/ Plausibility ASSESSOR

Judgments

|y [ CURRENT HYPOTHESIS SET|

Figure 1. Major subsystems in hypothesis
generation model.
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Hypothesis retrieval from mewory
When the hypothesis generation process begins, the decision maker
has an empty hypothesis set which must be populated. A reasonable
goal 1is to develop a set of hypotheses that is as complete as
possible. To accomplish this end, hypotheses must be retrieved p
from memory. The model assumes that available data and other task
information are used to search memory. Memory is assumed to be
organized in a semantic net (1, 3). Searches are made for each
datum. If a hypothesis consistent with the available data is
encountered in this search process, then it is tagged in memory to
reflect this encounter. ¥When a hypothesis accumulates a critical
number of tags, the executive notes this fact, and the hypothesis
is retrieved from memory for further processing. A detailed
discussion of the memory search subprocess has been provided (1),
but some of the results obtained during an evaluation of the model 3

S
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are of greater interest.

The first point of interest is whether or not the search and
retrieval process produces candidate hypotheses which are

logically consistent with all data. An analysis of the

hypothesis generation task suggests that this should be a minimum
requirement of any hypothesis included in the final hypothesis
cet, When does consistency checking occur? Does the memory search
subprocess necessarily produce hypotheses that are 1logically
consistent with all data or is consistency checking performed
after retrieval from memory? Perhaps a hypothesis must be tagged
by all data before it is retrieved by the executive, One
assumption of this version of the model is that a hypothesis would
not receive a tag from a datum if it is inconsistent with that
datum. In a second version of the model it might be assumed that
any hypothesis encountered in the memory search may be retrieved
for further processing. Under this assumption, retrieval could

e - A o B 7 v 14—

follow from a single tag.

The "one-tag" version and the "all-tag"™ version are 1limiting
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cases of the tagging model. A task analysis suggested that it was
unlikely that the "“one-tag" version would be correct. If a
hypothesis suggested by any of the data is retrieved for fuluer
processing, then using the "one-tag" version, the decision maker
would have to process a large number of hypotheses most of which
would be inconsistent with onc or more data. If, however, all
hypotheses suggested by the data had to be tagged by all data,
then the decision maker would retrieve very few hypotheses, and
would probably fail to retrieve many relevant hypotheses. It seems
reasonable to assume that the decision maker should choose a
strategy that 1lies somewhere between these two extremes.

The tagging model was designed so that the «criterion number of
tags was a free parameter, and it was used as a measurement tool
to address this issue. A study (1) was conducted where decision
makers retrieved hypotheses from either a set of six data, or
subsets of these data which consisted of three data, or only one

datum,

The criterion number of tags for retrieval to occur was estimated
from these data, and was found to be between two and three.
Recently, we have shown that this conclusion does not depend on
the assumptions of the tagging model; other similar models would

yleld the same conclusions.

The major implication of this result is that hypotheses are
retrieved from memory using two or three data as retrieval cues.
Therefore, retrieved hypotheses are at 1least partially
consistent with the available data. These results also suggest
that the memory search process may produce hypotheses that will be
discarded in subsequent assessment because they are not logically
consistent with the rest of the data.

A second point of interest deals with the efficiency of the
hypothesis retrieval process. 1In order to study this process, the
retrieval performance of the subjects was compared to a
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11
"minimally-adequate hypothesis set" developed by the
experimenters. This minimally adequate hypothesis set consisted of
the three most-plausible hypotheses which the experimenters felt
should be included in an "adequate" set of hypotheses generated by
the subjects. The set for each problem was chosen conservatively
and many other plausible hypotheses were excluded. Only 19.9% of
the subjects were able to retrieve these three hypotheses. We also
explored the effect of relaxing the definition of adequate
performance., We found that 50% of the subjects were able to
retrieve two out of three of the "minimally adequate" hypotheses,
while 92% of the subjects were able to retrieve one of the three,
This result was our first indication that the hypothesis
generation process was less than adequate, and it has been
replicated many times using more objective criteria of
performance. Similar results are discussed in a later section of
the paper. The results discussed here are important because they
suggest that the memory search process 1is involved in the

deficiencies in hypothesis generation reported throughout this
project.
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Checking hypotheses for logical consistency

AL S AN A AN

Results from the tagging study (1) of the memory search model
suggest that the decision maker will often retrieve a hypothesis
from memory using several data. This newly-retrieved hypothesis
may or may not be consistent with all of the remaining data that
were not used in its retrieval. A consistency checking process
may exist in which the decision maker checks the newly-retrieved
hypothesis for logical consistency with any remaining data. Such a
process should be relatively fast, as compared to hypothesis
retrieval. Using the hypothesis as a retrieval cue, the decision
maker should perform a high-speed memory scan to examine whether
the hypothesis is consistent with the remaining data. For reasons
of efficierncy, the consistency checking process should be

self-terminating, ie. the consistency checking should stop if a
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datum is encountered which is inconsisent with the newly-retrieved
hypothesis. If a hypothesis passes this consistency check, then it
is logically consistent with all of the data, and it has met the
minimum plausibility requirements, Plausibility assessment may
stop at this point, or it may continue, depending upon the demands
of the task.

A series of experiments (3) was conducted to investigate the
nature of consistency checking. The first experiment asked
whether or not consistency checking exists. Subsequent
experiments were conducted to examine the speed of consistency
checking relative to hypothesis retrieval, and whether or not
consistency checking is a self-terminating process.

The first experiment was an attempt to demonstrate Lhat
consistency checking exists. An instructional manipulation was
used in which subjects were instructed to either respond with the
first hypothesis that occured to them, irrespective of its
consistency, or were instructed only to respond with a
consistent hypothesis. Hypothesis generation problems
containing various numbers of data were used. We predicted an
interaction between the time necessary to generate a hypothesis in
the two conditions and the number of data in the problem. While
large differences were observed between the two conditions, the
interaction was not significant. We believe that the inconclusive
results of this experiment were due to the subjects' inability or
unwillingness to respond with the first hypothesis that occurred
to them even though they were instructed to do so.

In a study which was too recent to be discussed in the original
technical report (3), the question of the existence of consistency
checking was investigated again, In this study a somewhat
different approach was used. Subjects were asked to generate
consistent hypotheses in response to data. Immediately after they
generated a hypothesis, they were shown a list of jincongistent

hypotheses that had been generated by another group of subjects.
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Subjects scanned the 1list of inconsistent hypotheses, and
identified any that had "crossed their minds" during hypothesis
generation,

It was estimated that subjects retrieved an average of 1.83
inconsistent hypotheses before they retrieved their first
consistent hypothesis. This experiment contained a manipulation to
control for the obvious demand characteristics. Subjects may have
picked hypotheses from the list to please the experimenters. It is
unlikely that these results could be explained in that way. It was
concluded that subjects do check newly-retrieved hypotheses for
consistency, and that inconsistent hypotheses are discarded at
this time. These results also add support to the conclusion that
memory is searched using only part of the available data. The
memory search result implies that inconsistent hypotheses are
retrieved from memory, and this consistency checking experiment
demonstrated that inconsistent hypotheses are retrieved from
memory and are then discarded.

The next experiment in this series (3) addressed our prediction
that consistency checking is a more rapid process than hypothesis
retrieval. Two experimental conditions were compared. Subjects in
condition one generated hypotheses in response to varying amounts
of data. Subjects in condition two were given the hypotheses that
the first group had generated, and were asked to check them for
consistency using the same data. Using a Sternberg ‘memory search
procedure (3), the time to process each additional datum was
estimated. Subjects who generated hypotheses took 1.8 seconds per
datum, while consistency checking subjects were able to process
each datum in .7 second, i.e. between two and three times faster
than hypothesis generation subjects.

The final experiment in this series examined the self-termination
prediction, Subjects were provided with a hypothesis and were
asked to check three-data problems for consistency with respect to
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that hypothesis. The position of a disconfirming datum in the data
set was varied for problems where the hypothesis was inconsistent
with the data. Subjects responded faster when the disconfirming
datum was earlier in the sequence of data than when it was later.
This result is consistent with a self-terminating process.

The results of the experiments investigating the existence of
consistency checking suggest that subjects retrieve hypotheses
which are found to be inconsistent with a set of data. We believe
that consistency checking occurs in the hypothesis generation
process and that subjects tend to retrieve hypotheses in response
to only part of the available data. Thus, the results support the
predictions of the partial-retrieval consistency checking model of
hypothesis generation rather than the alternate retrieval model
which assumes that subjects retrieve consistent hypotheses using
all data as retrieval cues,

The results of experiment two of this series demonstrated that
less time is needed to process an additional datum during
consistency checking than during hypothesis retrieval. These
results are consistent with the predictions based upon the search
properties of hypothesis retrieval versus the verification
properties of consistency checking. Experiment three of this
series provided evidence that cons.stency checking is a
self-terminating process,

These results are important for an understanding of the hypothesis
generation process. They more clearly define the role of memory in
hypothesis generation, and the processing of hypotheses subsequent
to retrieval from memory. These results, when combined with our
other research, are consistent with the following model of
hypothesis generation:

Hypotheses are retrieved from memory using several data. If the
data are numerous, then retrieval is based upon only a part of the
available data. Upon retrieval, hypotheses are checked for logical
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consistency with any remaining data using a high-speed semantic
verification process. If a logical inconsistency is found between
a hypothesis and a datum then processing stops, and the hypothesis
is labeled as inconsistent. If, however, the hypothesis survives
the consistency checking process, then further processing can
occur depending on the task demands. The consistency checking
process 1is faster than the retrieval process because retrieval
involves a search for hypotheses that are suggested by several
data; whereas, consistency checking involves verifying semantic
relationships among a hypothesis and data that are already active
in memory.

Hypotheses that survive the consistency checking process have met
the mipnimal taskh requirement for hypothesis generation, that
of logical consistency with the data. They are not necessarily
plausible hypotheses; plausibility can be established by further
processing if the task requires this type of assessment.

Our use of the term "consistency checking"” has been solely
confined to high-speed semantic verification. We do not intend to
imply that other processes which might be called "consistency
checking” do not exist. Thus, a scientist may spend months
determining if a hypothesis is consistent with data. This is not
the process studied here, and this distinction becomes clearer if
a scientist's work is termed "hypothesis assessment." We have
studied the early phases of the hypothesis generation process, and
we believe that in the first few seconds of hypothesis generation
a hypothesis is retrieved from memory using part of the data and
then checked for consistency with the remainder of the data.

Plausibility assessment of generated hypotheses

After a hypothesis is retrieved from memory and checked for
logical consistency, further processing may occur to determine if
the hypothesis is sufficiently plausible to be included in the set
of hypotheses that the decision maker is entertaining. Secondly,
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the decision maker must decide if more hypotheses should be

included in the set of hypotheses, or if the set 1is complete

enough to be satisfactory. Once the set is sufficiently populated
turned to other aspects of

with hypotheses, attention can be
problem structuring. This task analysis suggests that the decision
plausibility of both

maker should have some sensitivity to the
individual hypotheses and the collection of hypotheses called the
hypothesis set.

As discussed previously, the task of estimating the plausibility

of hypotheses is somewhat different than a probability or odds
of the decision maker in hypothesis
set; whereas, in
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estimation task. The task
generation is to populate an empty hypothesis
probability or odds estimation the task is to estimate the
relative likelihood of an existing set of specified hypotheses,
The probability estimator, for example, need only be concerned
with the relative likelihoods of a set of enumerated hypotheses.
The hypothesis generator, on the other hand, must judge a

specified hypothesis that has just been retrieved from memory

diffuse unspecified set of hypotheses that potentially
the plausibility

Sl f

S

against a
might be included in the hypothesis set. Before
of a hypothesis can be established, it must be compared tc other

alternative hypctheses which may or may not be available in
plausibility assessment would seem to be much more
estimation, and one might
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memory. Thus,
formidable than probability or odds
naturally expect that subjects! plausibility assessments will be
found less accurate., This kind of judgment is analogous to the
absolute and relative judgmerts in perception
easier to

difference between
where it is commonly known that relative judgments are
judgments. The plausibility assessor may be
in the absence of other

ey g

make than absolute
making a judgment about a hypothesis
As the hypothesis set becomes more populated,

hypotheses,
similar in

plausibility and probability assessment become more
nature, and for fully-populated sets the tasks become identical.
The same argument holds for judgments of collections of hypotheses
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where the task 1is to generate a set of hypotheses which is as
complete as possible. Decision makers should continue to generate
hypotheses until they believe that the collection of specified
hypotheses equals the set of all possible hypotheses.

The first research concerned with hypothesis assessment was an
early study done by Gettys and Fisher (cited in 7) which was not a
formal part of this project. This study was devoted to the
executive control of the hypothesis gener.cien process, and it
investigated the rules for deciding if a particular hypothesis or
hypothesis set is plausible. Of particular interest in this study
was the relationship between these rules and the memory search
process. It was found that additional hypotheses were most often
generated when data were presented which disconfirmed the set of
currently-held hypotheses, The data were examined to see if a
fixed criterion of plausibility was used to admit a newly-
generated hypothesis to the current set of hypotheses. No evidence
for such a fixed plausibility threshold was found. Instead,
subjects seemed to be admitting hypotheses into the set only if
they were close competitors with the most plausibile hypotheses
that had aiready been generated. This behavior was characterized
as a search for "leading contenders" cather than a search for an

exhaustive set of hypotheses.

The first study in this project examined the question of whether
or not subjects could evaluate the plausibility of hypotheses. Of
interest were the plausibility estimates subjects made concerning
sets of hypotheses differing with respect to plausibility or
completeness. Subjects were given sets of hypotheses which varied
in plausibility, and were asked to judge both the plausibility of
each hypothesis individually and the collection of hypotheses. The
judgments included estimates of the plausibilities of both
specified hypotheses and the diffuse set of unspecified
hypotheses. These judgments were evaluated by comparing them to a
probabilistic model developed for this purpose.
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The task which was modeled was that of generating possible
academic majors for a hypothetical student at the University of

Oklahoma. The hypotheses to be generated were based on the courses
the student had taken. The enrollment records for all students
currently enrolled in the University were used to determine the
probabilistic relationships beween majors and courses. A total of
166,858 enrollment records were tabulated to obtain the posterior
probabilities of various majors given selected courses. These
veridical values were compared to subjects' estimates te¢ address
the accuracy of calibration. This task had the necessary

characteristic that the veridical relationships between majors and
courses were known, and the task also had the property that most
student subjects understood it intuitively. However, it should be
noted that many of the relationships between courses and majors
are complicated. Students enroll in a program of study £for many
complex reasons, including personal preference, advice from other
students and advisors, and College and University requirements,

In the first experiment (1), subjects estimated the plausibility
of three specif.ed hypotheses and a diffuse catch-all hypothesis
of "all other hypotheses". They also estimated the plausibility of
the specified collection of hypotheses versus the catch-all set.
Two major results were obtained. First, as might be expected from
the task analysis, plausibility estimates were quite variable, and
were only weakly related to the veridical probabilities. Second,
the overwhelming majority of these estimates were excessive in
respect to the veridical probabilities. Both results were quite
reliable, and have since been replicated in several situations
(2,7).

It occurred to us that the -explanation for this excessive
certainty might be that the decision maker must populate the
complementary set of unspecified hypotheses before the specified
hypotheses (or sets of specified hypotheses) can be assessed
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accurately. We also had reason to believe that the retrieval of
hypotheses from memory was impoverished. If this were the case,
then attempts by the decision maker to populate the unspecified
set of hypotheses would be only partially successful.
Consequently, when »lausibility estimates were made, the
unspecified set of hypotheses was incomplete; hence, its
plausibility was under-estimated. If the plausibility of the
unspecified set was under-estimated, then the plausibility of the
specified set was necessarily over-estimated.

The next study (2) was a test of this explanation. There were
three groups of subjects in this study. One group was essentially
a replication of one of the conditions of the previous study.
Subjects estimated the plausibility of sets of specified
hypotheses and the unspecified catch-all hypotheses much as
before. In the other two groups, however, manipulations were
introduced which were designed to increase the availability of
hypotheses in the catch-all set. In one condition, subjects were
encouraged to «ciuplicitly populate the catch~all set. This
manipulation was chosen because it was believed that asking the
subjects to make a formal search of memory £for hypotheses would
increase the number of "unspecified hypotheses" available in
memory. The second manipulation consisted of showing the subjects
exemplar hypotheses from an experimenter- generated catch-all set.
This manipulation should also increase the availability of
hypotheses in the catch-all set.

Both conditions which were designed to increase the availability
of hypotheses in the catch-asll set produced estimates that were
less excessive. Therefore, we concluded that at least part of the
excessiveness in plausibility assessment was due to the limited
availability of hypotheses in the catch-all set.

Our studies up to this time had used only sets of hypotheses
supplied by the experimenter. We were forced to used experimenter-
supplied sets because of 1limitations in the software which

23
A5y
e

NI,

VRt P AT T A

SRR R R Nl

i

'%
3
3
=
]
a

Z
.
g
o)
§
g
3
E
:
3
%
=3
E
i
]
%
%
§
3
;§
g
35
%
3
§
%
§
3
:

4

- — - n v ————— TR g




20
determined the probabilistic relationships between courses and
majors. We developed an algorithm which would efficiently process
the 166,858 enrollment records for all courses and all majors.
Then we were able to run a new study which both replicated the
previous studies using experimenter-supplied hypotheses, and also
allowed us to study plausibility estimates £for subject-generated
hypotheses. Therefore, one comparision in this study was between
expzrimenter-supplied and subject-generated hypotheses.
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Previous studies employed a response mode which was a variant of
the odds estimation technique. A direct probability estimation
response mode was compared to the odds response mwode. The
motivation for this manipulation was 0 make sure that the
excessiveness in plausibility estimates was not due to the

s

respornise mode,

The results replicated our previous research and reinforced our
conclusions. Plausibility estimates were excessive for both,
experimenter~supplied and subject-generated hypotheses. We had
predicted that this would be the case because subjects should have
difficulty populating the unspecified set of hypotheses in either
condition. Somewhat to our surprise, however, subjects who
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generated their own hypotheses were significantly more excessive
than subjects who worked with experimenter-supplied hypotheses.
One possible explanation for this effect is that subjects who
generated their own hypotheses nearly exhausted their set of
plausible hypotheses in populating the specified set, and

consequently did a poorer job of populating the unspecified set.

$uf.

In both response mode conditions excessive estimates were found,
although the subjects in the direct probability estimation
condition were somewhat less excessive than subjects in the odds
estimation condition. (This study was not issued as a technical
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report because it was a follow-up study for the availability study
(2), but was included in the journal version of the availability
study.)

Perhaps the most robust and important conclusion tha: can be drawn
from the last three studies is that 1 lausibility estimates of
hypotheses are excessive, and that this behavior can be traced to
deficiencies of the hypothesis retrieva. process.

1 4 i L A AR S 4 Sl

%
E

ol pi LI WL LD gAY &y St B sen

3
3
5:%
E
&
2
;é

s L w B o Ml a4t o, vl il et

AR b gttt




Research on Hypothesis Generation Performance

Some of the research on hypothesis generation was addressed to a
variety of topics including protocol analysis, group processes,
the importance <c¢£f schemata in hypothesis generation, individual
differences in hypothesis generation, ard the role of expertise in
hypothesis generation. Summaries of the important results on these
topics are presented in the following section.

Rrotocol analysis of hypothesis generation

Mehle, in a doctoral dissertation (7), took a rather different
approach to the hypothesis generation problem. Using a modifi-
cation of Simon's protocol analysis technique, the hypothesis
generation performance of expert and non-expert auto mechanics was
studied in an automotive trouble-shooting task. This study used
markedly different research strategies than the other studies in
this project, and it independently confirmed several of the

observations that were made using more traditional
techniques.

Subjects in the protocol analysis task were either undergraduates
who professed some knowledge of cars, or expert auto mechanics
frcm the University motor pool. Subjacts were given a written
description of a malfunctioning automobile, and were asked to
"think out 1loud" while generating hypotheses about the cause of
the malfunction. Examination of the protocols revealed evidence
for consistency checking. Hypotheses were generated, and then
subseauently ruled out as inconsistent with the data.

In addition to the protocol analysis, both the number of
hypotheses that the subjects generated were analyzed, and the
plausibility estimates for collection of hypotheses that the
subjects generated were aralyzed., Experts and non-exzperts
generated approximately the same number of hypotheses; the mean
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number of hypotheses generated per problem was 3.43 and 3.36 for
the non-experts and experts, respectively. These means can be
compared to the number of hypotheses that were logically possible
for the problems. Information provided by the subjects was used to
make this estimate in the absence of a completely authoritative
source for this information., The hypothesis set for each subject
was pooled with that of the other subjects by taking the union of
all hypothesis sets. Illogicai hypotheses were discarded from this
pool (an average of .l hypotheses per subject per problem). The
number of hypotheses in the pooled set is actually a lower-bound
estimate of the number of logically-possible hypotheses. The
obtained pooled sets contained an average of 17.8 hypotheses per
problem. By applying a mathematical model to this situation,
Mehle was able to estimate the number of hypotheses that were
logically possible was 21.5 hypotheses in the average problem.
Thus the average subject was generating approximately 19% of the
logically-possible hypotheses per problem. It was impossible to
determine if the hypctheses generated by the subjects were
implausible or plausible, but subjects' hypothesis sets certainly
lacked the desirable characterstic of completeness.

The plausibility estimates of the sets of hypotheses generated by
the subjects were also examined. There were no veridical

probabilities for this task, but it was possible to exploit the
fact that the sum of the probabilities of an exhaustive set should
be one. The hypothesis generators in this experiment generated
incomplete, impoverished sets of hypotheses. If all subjects’
probability estimates are assumed to be true and if these
estimates are assigned to “le hypotheses in the pooled set, then a
probability measure of 5.04 must be assigned to the more complete
set of hypotheses developed by pooling. This measure would have
been 1.00 had the whole group of subjects been veridical

estimators. Thus, subjects were clearly excessive in this task.
This result generalizes our earlier conclusions considerably, as
it shows similar behavior in a task that was quite different from
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the "majors from classes task."

In summary, the protocol analysis study, while done in the same
laboratory, reached much the same conclusions as other research
conducted using different techniques. The data suggested thac
subjects were impoverished hypothesis generators whose
plausibility estimates were excessive.

Group hypothesis generation

One strategy that has frequently been used to improve prcolem
snlving performance is to work in small groups rather than as
individuals. The mounting evidence that individual hypothesis
generators produced impoverished hypothesis sets suggested that it
might be profitable to investigate group hypothesis generation to
determine the improvement that working in a group affords. In this
study (9), subjects either generated majors from classes as
individuals, or as a member of an interacting group of four
subjects. The pooling technique was used again, but in this case
the veridical posterior probabilites of majors given classes were
available, and were used rather than a count of logically-possikle
hypotheses. Thus the posterior probability of hypothesis sets
: generated by either individuals or small groups could be

! calculated. It was also possible to calculate the posterior
' probability of pooled hypothesis sets for artificial groups of
various sizes by using Monte Carlo techniques. The function that
was obtained from these calculations increased monotonically with
group size and usually asymptoted between group sizes of fifteen
and twenty. This function can be used to estimate the size of the
synthetic group that would have the same performance as an
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interacting group of size four.

The mean probability of the hypothesis se&t £for individuals was
.335 while interacting groups of four had a mean probability of
.427. The means reported are the probabilities that the hypothesis
sets contained the "true" hypothesis. Thus, as one might expect,

- ——— —
F3

e A Kt B ekt A P e R R A g o M N e 1 ¥
A m,mmmm%mwﬁmmmmmfumdma«..’.-mummmmwmmﬁmmmmmms@ranﬂm&w:a.‘mmh,s.zf&mwmm&mmmmmmwmm‘m-mmmwvwm"w1'm‘m;3.smwzmw‘m\:,wzmm:-wrm‘»:&m i Al
et oL ; i A A i

o o




25

group performance is superior to individual performance. However,
both individuals and small groups were impoverished hypothesis
generators. Although subjects in this task were told to neglect
very unlikely (p<.02) hypotheses, and so could not be expected to
have hypothesis sets with a probability of 1.00, there 1is ground
for much improvement in these performances. A synthetic group of
1.8 individuals was calculated to be equal in performance to an
interacting group of four individuals. The hypothesis set
probability for a synthetic group of four individuals was .540.
Evidently the social interaction in the real group impairs
performance by producing a lower performance than would be
expected from sharing hyvpotheses mechanically, as is done in a
synthetic group.

These results suggested a general way of examining at least two
factors which affect group performance. One factor is the
potential increase in information that the group provides. The
adage, "Two heads are better than one," has validity in this
sense, As group size increases, the amount of new information
added by each new member should become 1less, but the total
information possessed by the group increases. The pooling process
described earlier is one way to measure the information possessed
by the group, and it provides a natural metric for expressing how
the amount of task-relevant information increases as group-size
increases. The second major factor in interacting groups is the
social interaction which occurs. Social interaction may be
facilitative, but it is usually found to inhibit group performance
(9). When the performance of individuals, synthetic groups, and
interacting groups are compared, it is possible to partition
performance into an informational component and a social
component. In the present experiment, the information that could
be gained from pooling the information of four individuals is
estimated to be a .205 increment in hypothesis set plausibility
(.540 -.335 =,205). Social interaction, howevzr, caused a
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decrement in performance of .113, as calculated from differences g
in performance of the interacting and synthetic groups (.427 -.540 3
= =-,113). The actual gain in performance of an interacting group
over an individual is .092, and this difference results from the

additive combination of informational and social factors.

&

These ideas allow the researcher in group processes to better

It

understand the results of group research. Differences between
interacting groups are difficult to understand because groups
differ from individuals both in the amount of information
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l possessed and in social interaction. By partitioning performance
! into two components, the relative contribution of each component
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to performance can be better understood.
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Schemata in hypothesis generation
One informal observation that we made in several studies was that

our subjects appeared to be blind to certain classes of
hypotheses. When asked to generate hypotheses, subjects sometimes

AL (R e e b

generated hypotheses that seemed to be related to an implicit
interpretation of the data., Other subjects seemed to adopt
different interpretations of the data, and to generate a different
o set of hypotheses. This observation suggests that sometimes
interpretations of the data influence the memory retrieval

process, thus biasing the subjects toward one type of hypothesis
and against another type. This general phenomenon has received
some attention in cognitive psychology. The organization of data
into a meaningful pattern by making inferences about their meaning
is termed a schema in cognitive literature.

e e = .

When the hypothesis generator is attempting to add hypotheses to a
set of hypotheses that have already been suggested, schemata might
be expected to play an important role. This situation may occur
when the hypothesis generator "inherits" a decision problem. As
scientists we are constantly faced with inherited hypotheses which
may bias our interpretation of the data and our generation of new
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hypotheses. Often "inherited" hypotheses suggest particular
interpretations of the data which might seem forced in the absence
of these hypothes s. In our natural desire to obtain closure, we
may accept certain interpretations which relate data to
hypotheses. These interpretations may come to represent the data
and may even be encoded in memory in lieu of the data. When we
attempt to generate new hypotheses, the schema that organized the
data may be used instead of the data in searching memory. To the
extent that this happens, the hypothesis generation process may be
biased.

A study was performed to investigate these ideas and to propose a
partial cure for any such tendencies on the part of the hypothesis
generator. In this study subjects were given several ambiguous
data which could be interpreted by using several schemata. The
existence of an ‘"inherited" hypothesis was simulated in some
conditions by giving the subject one of several hypotheses to
evaluate. These hypotheses were good exemplars of several

different schemata that could be used to explain the data. The
problems involved generating possible hypotheses about an unknown
geographical area known as "X". For example, subjects in one
problem were told that one hypothesis that was consistent with
area "X" was a bakery. Available data were that 1) Most people
spend only a short time in area X, 2) Area X contains unusual
smells, and 3) Area X is only open during business hours. Subjects
who "inherited" the "bakery"™ hypothesis were more likely to
generate hypotheses such as "restaurant," "fruit stand," or
"flower shop." Other subjects were given this same problem but
"inherited" the hypothesis "dump" rather than "bakery". These
subjects were more likely to generate different hypotheses such as
"chemical plant," "sewer treatment plant," or "public restroom."”
The tvo schemata that these two hypotheses suggest are "pleasant"
and "unpleasant" areas, respectively. Subjects adopting the

"unpleasant” schema might reason that people spend as little time
as possible in dumps because dumps smell bad, and so are
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unpleasant places. Many dumps are supervised, and hence are only
open during business hours. Consequently, subjects might tend to
search memory for other similar unpleasant places that have bad
smells and are open only during business hours. "Bakery" subj-=cts,
on the other hand, may reason that bakeries smell unusual but
pleasant, serve their customers quickly, and are open during
business hours. These subjects should be biased to search memory
for other businesses that have unusual but pleasant smells, In a
third condition, subjects were given no inherited hypothesis. All
subjects were encouraged to generate as many hypotheses consistent
with the data as possible.

As might be expected, these schemata differed in accessibility.
Subjects in the "no hypothesis" condition were more than twice as
likely to generaée hypotheses consistent with the more-~accessible
schema than the less-accessible schema. If the hypothesis provided
to the subjects suggested a schema that was more-accessible, then
there was relatively 1little c¢hange in hypothesis generation
performance as compared to the "no hypothesis" subjécts. 1f,
however, the schema suggested by the hypcthesis was less-

accessible, and hence 1less 1likely to occur to the subjects
spontaneously, then there was a dramatic increase in the number of
hypotheses generated that were consistent with that schema. There
was also a corresponding decrease in hypotheses generated that
were consistent with the more-accessible schema. These results are
evidence fcr the biasing effects of schemata.

We also explored a simple technique for reducing the bias. A
second group of subjects was given much the same procedure as the
first group, except that the subjects who "inherited" hypotheses
were asked to generate a hypothesis which was consistent with the
data "for another reason.™ For the subjects who successfully
generated such a hypothesis, the bias was practically eliminated.
There was an added benefit f.om this procedure., Less-accessible
schemata became more accessible, but the generation of hypotheses
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consistent with the more-accessible schema was reduced. Possibly
subjects had some upper limit to the number of hypothesis that
they were willing to generate.

Individual differences in hypothesis generation

We noticed pronounced individual differences in hypothesis-
generation ability among our subjects. Some subjects generated
more than twice as many hypotheses as a typical subject, and

although the typical subject generated impoverished hypothesis
sets, there was an occasional exception to this rule.

For practical reasons it might be useful to have a simple means of
estimating the hypothesis generation ability of an individual, and
the cognitive differences between good and poor hypothesis
generators might be enlightening.

Our first study on this t